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Zero-Shot Learning is applied to several sub-fields of Natural Language Processing, which mainly are Neural Machine Translation, Natural Dialogue System, and Name Entity Recognition. In the next sub-sections, we will introduce the relevant works of Zero-Shot Learning on NLP.

**3.1 Neural Machine Translation**

Traditionally, neural machine translation relies of large amounts of parallel corpus. To translate a zero-shot source word to a target language, the basic assumption is that the map of representations between different linguistic words ***are linear***. Similar semantics of different linguistic words under the same context have similar representations.[1] Based on that assumption, we can infer the representations, i.e. word embeddings as the terminology of NLP, of words unseen before if the words in similar semantic or with high relevance are learned by supervised learning. With the seen words, we can learn a map from the source language to the target language. Using the same map, the target linguistic representations of unseen words can be predicted well.

A simpler problem than translation is dictionary induction, mapping words from a source language, as an entry, to equivalent words in a target language. Word embeddings of each language are learned, then given a seed dictionary a mapping is trained to connect the two linguistic vector spaces. A zero-hot word can be translated through the mapping.[3]

To consider the more complex problem, neural machine translation, which aims to translate the source sentence to the target one. The state-of-the-art deep-learning-based methods relies on big data. For the lack of parallel corpus of the training is extremely hard. Zero-shot multilingual translation model assumes that the cross-lingual sentence pairs are rare in some languages. Although traditional pivot-based translation is used to address zero-shot translation (Wu and Wang, 2007; Utiyama and Isahara, 2007[2]), [2] proposed a multilingual neural model to gain the ability of zero-shot learning, which is deficient in the traditional one-to-one and many-to-one translation strategies(Zoph and Knight, 2016). It is implicated that the zero-shot translation model can learn the common, underlying structures of multiple languages. [5] proposes a more general method to translate multiple languages. All the language-pairs are trained to learn shared parameters, which allows the models to generalize in the corpus-missing languages. [13] gives the definition of zero-shot consistency to measure the feasibility of zero-shot learning, and hereby take a different approach from a probabilistic perspective aiming to improve the training procedure of [5].

[4] alleviates the problem of error propagation in traditional segmentation decoding by maximize the estimation of expectation likelihood with respect to pivot-to-source model. [7] propose a teacher-student framework, in which a source-to-target translation model, as student, is trained without any parallel corpora. While another pivot-to-target translation model, as teacher, guide the student to learn on a source-pivot parallel corpus.

zero-shot learning and dual learning are combined. Though dual learning it gains better performance than solely using zero-shot learning.[9][10] The basic idea of dual learning is that two agents with different models translate the original sentence to another language and then translate it back; by comparing the original and the translated back sentences both the models can improve their performance without any labels of data.[9.1] [10] proposes a new translation approach that share lexical and sentence level representations of multiple languages. A universal word-level representation space is shared by several languages, along with a sentence-level experts model assuming that sentences of different languages have similar structures. A novel task of NMT presents a multi-agent setting in which agent learners engage in image description games with corporations. Through the games agents improve their own translation ability. [11]

On account of the sensitivity of hyper-parameter setting in the training stage, [14] captures the spurious correlations of mutual information between languages to improve the performance of zero-shot model. Deservedly, adding a trick of regularization makes the system more robust [27].

In terms of evaluation
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**3.2 Natural Language Understanding**

Natural language understanding (NLU) aims to parse natural sentences into the form that machine can use directly. For example, an NLU module transfer a sentence to a series of instructions in order to make some queries in a database. Leveraging the similarity between word representations of natural language and instruction representations of computer language, zero-shot learning can be easily achieved, i.e. training the word embeddings of respective language, learning the mappings based on a seed pairs, generalizing the mapping to unseen pairs is feasible.[18][19] When the training dataset for mapping a utterance to instruction is hard to build, the zero-shot NLU comes into play. Using domain-independent questions and sequential structure, it is showed that when trained in one specific domain (e.g. insurance), the system can also work in another specific domain (e.g. sightseeing)[20][22][24][25][28]. [21][23] adopts a online adaptative strategy to refine the initial model progressively. In addition, an adversarial bandit algorithm is used to learn the policy of online adaption[23].
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**3.3 Constructing and Exploiting Knowledge Graph**

To construct a knowledge graph, there are two steps. Frist, extract the entities from the natural sentences; second, extract relations between the entities. In both of the steps, zero-shot learning can help to extract knowledge when training data is limited. When extracting entities, there may no be enough pairs of the object and its entity label. Then the names of objects and entities can be mapping to an embedding, so that the agent can connect any unseen words to embeddings of entities label [29][31]. Some more further problems like fine-grained entity typing [30][33], in which the several probable entities type should be recognized, and open entity classification [32][35], in which newly defined entities can be identified flexibly, are explored. It should be emphasized that [35] adopts a memory augmented approach through which the knowledge from seen types can be transferred to the unseen ones. Relation extraction methods with zero-shot learning are proposed [36]. To eliminate the restriction that the relations should all be seen before, [38] proposes a Parasitic Neural Network to extract the unseen relation though learning the general representations of relation types.

In addition, some other problems related to constructing knowledge graph are explored with zero-shot learning, such as entity linking [39], entity property recognition [34], and so on [37][42].
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**3.4 Other sub-fields of NLP**

With regard to the classification problem, the representations learned by NMT can be used for the downstream tasks. [8] propose a multilingual classifier which reuse the encoder learned by multilingual NMT to construct a task-specific classifier. Other classification works refers to text classification [52][53][54], documents’ topic classification [48], intent classification [49][50][51], etc. With regard to generation problem with zero-shot learning, the relative works are domain natural language generation [43], headline generation [44], abstract generation [45], question generation [46], dialog generation [47], etc. Besides, other attempts with zero-shot learning, are made, such as cross-lingual slot filling [56], cross-lingual document retrieval [57], and cross-lingual word alignment [58].
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